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Abstract—With the proliferation of Web services, more and more functionally equivalent services are being published by service providers on the Web. Although more services mean more flexibility for consumers, it also increases the risk of choosing as consumers may have little or no past experience with the service they will interact with. Therefore, reputation systems have been proposed and are playing a crucial role in the service-oriented environment. Current reputation systems are mainly built upon the explicit feedback or rating given by consumers after experiencing the service. Unfortunately, services at the cold-start stage, prior to being rated, face the rating scarcity problem. In this paper, we focus on this problem and address it through a novel reputation model that uses the Elo algorithm to consider consumer implicit information in a graph analysis approach. Theoretical analysis is conducted to identify the sufficient and necessary condition for the model to converge to a stable state. Furthermore, experiments confirm our model outperforms the widely adopted reputation system builds upon the Elo ratings system [11], which is widely used to evaluate chess players. In particular, we

1) Ratings are skewed towards high values [4]. Consumers cannot express their opinion truthfully if only numerical ratings are used [5]. Moreover, they care about the impact of their feedback on the services future benefits in the marketplace, and so tend to offer a relatively high value unless extremely unsatisfied.

2) Not all customers rate the transaction [6]. As a result, transaction volume is much larger than the number of ratings received. Normal customers, those who pay for the service, have little interest in entering their ratings unless they are extremely satisfied or unsatisfied.

3) No rating is available at the cold-start stage [7]. Upon the introduction of a service, no consumer has interacted with the service, so no historical evidence can be used to derive a reputation score for the service.

The rating scarcity problem is rarely addressed in the literature of the service domain. Some researchers briefly mentioned that it is a weakness common to rating aggregation systems [8]. They argue that the accuracy and stability of the system may be compromised by rating scarcity [9], [10]. To overcome the limitations of existing reputation systems in the service-oriented computing domain, we present imRep (implicit Reputation model), a new reputation model that integrates the consumers implicit judgments at the service evaluation moment with the explicit ratings given at the moment of transaction completion. The advantages of implicit judgements offer two benefits. First, implicit judgements are more broadly available since the number of alternative services is usually one or two orders of magnitudes higher than the number of ratings. Second, implicit judgements can more truthfully express the consumers preference for the service as the implicit actions of the consumers are not revealed and, consequently, the consumers do not bias their judgements towards high ratings. As a result, the obtained information is not skewed.

To describe our model, we consider the consumer decision of selecting service A, thus ranking A above some other alternative B, as the input of A defeating B in a match. Consumer decisions can thus be interpreted as a set of match outcomes. There are many algorithms [11], [12], [13] that can be used to aggregate match outcomes. Our reputation system builds upon the Elo ratings system [11], which is widely used to evaluate chess players. In particular, we

I. INTRODUCTION

The service-oriented computing paradigm and its realization provide a promising approach to integrate computational resources seamlessly and dynamically across organizational boundaries [1]. In the service-oriented computing environment, such as Amazon Web Services 1 and Language Grid [2], two parties are involved: services offered by service providers and service consumers. Service consumers search and review the description of the services offered by service providers and select a service. With more and more web services being deployed on the Web, service consumers have more alternatives to select. As consumers may have little or no past experience with the service they will interact with, the risk of decision making also increases. Reputation systems were proposed to mitigate the risk that consumers faced when selecting a new service [3]. Existing service reputation systems, mainly based on the ratings given by service consumers, are one of the most important guides that the consumer has in making a decision, as they reveal how other consumers evaluated the services true ability in real scenarios. However, the ratings may be very sparse or unreliable for the following reasons:

1https://aws.amazon.com/
assign each service an initial rating and we treat each service in the context of consumer judgement as a participant in a chess tournament. Services that are selected will get their scores increased and those that are ignored get their scores decreased. The extent of the increase or the decrease depends upon the scores of the other services, i.e., the better the quality of the ignored service is, the more the scores of the selected services are increased. Similarly, the worse the quality of the selected service is, the more the scores of the ignored services are decreased.

Our major contributions are summarized as follows:

- We adopt implicit consumer judgments of services to address the problem of rating scarcity. Based on the implicit information, our model can assign reputation values to unrated services and boost up the convergence rate towards service ranking stability.
- Both theoretical analysis and extensive experiments in two sets of environments are conducted to demonstrate that our model can not only provide reliable reputation values for unrated services, but also converge to an accurate ranking state.

The rest of our paper is organized as follows. We discuss related work in Section II and propose our reputation model in Section III. We analyze the convergence conditions of our reputation model in reaching reputation ranking stability in Section IV. The validity and performance of the model are evaluated in Section V. The research is rounded off with a conclusion in Section VI.

II. RELATED WORKS

Serval studies have proposed reputation models and analyzed the rating scarcity problem in the service-oriented environment [9], [10]. Rating scarcity or sparsity mainly occurs at the cold-start stage of a service or when a service experiences a long period of inactivity.

The Bayesian reputation system proposed by Jøsang and Quattrociocchi [10] addresses the importance of base rate in the cold-start stage. The system assigns an initial value to new services according to the reputation distribution of the community. Although the approach can assign meaningful initial values to services, we argue that its performance is deficient in two aspects: First, the assigned initial value is unfair to new services. Even though it is clear that the base rate can be biased either negatively or positively, we lack the evidence needed to correct the base rate distribution. Otherwise, assigning an arbitrary initial value may unfairly score services. Second, the Bayesian reputation system cannot boost the convergence rate. The convergence rate is not changed by assigning an initial value, the reputation of the service is unstable until enough ratings have been aggregated.

A prediction model based on historical data is proposed in [9]. In the situation of rating scarcity, reputation is predicted by a Hid Markov model. Another recommendation system derives the reputation of a service by injecting pseudo users into the system [14]. The pseudo users rate the service according to attributes of items or users. Unfortunately, it is difficult to establish a valid relationship between attributes and service reputation.

Our work is inspired by WorkerRank [15], which was proposed to rank workers in crowdsourcing marketplaces. In WorkerRank, worker ranking is built upon the implicit judgement exhibited by employers. Experiments on real data showed that the model is more accurate and a better indicator of worker quality towards hiring decisions. Our model adopts the underlying ranking mechanism, the Elo method [11]. Elo uses a Bayesian update scheme to score chess game players based on past match activity and update their scores by their expected performance in future tournaments. We integrate the implicit reputation score output by the Elo approach with the rating given by consumers to create a more reliable reputation model.

III. THE REPUTATION MODEL

In this section we describe a reputation model that builds on the service choices of consumers.

A. Notation

We represent the service-oriented computing environment as directed bipartite graph $G = (S, L, A)$; $S$ is the set of services in the environment; $L$ is the set of selections made by consumers. Edge $(s, l) \in A$ represents a consumer actions on the services $s \in S$ based on one selection $l \in L$. We consider the following three consumer actions:

- **interact**: the consumer selects the service for interaction;
- **review**: the consumer reviews the service for detailed information;
- **ignore**: the consumer reviews the service’s brief description but takes no action it.

Among these three actions, we consider the first two as positive indications of service performance, and the last one as negative. We also assume that the consumer actions indicate a ranking on the Quality of Service (QoS) in the following decreasing order: interact $> \text{review} > \text{ignore}$. For example, a service that is selected for interaction is considered better for the consumer than a service that is ignored. The objective of this paper is to compute a score, $r(s)$, for each service, $s$, that is informative of its QoS. Score $r(s)$ is considered informative if the relative difference between $r(s)$, $r(s')$ for services $s$ and $s'$ is predictive for the relative ranking of $s$, $s'$ in subsequent matches.

B. Ranking Web Services with Tournament-based Algorithm

The key idea of our model is to use consumer judgments as implicit information to compute the implicit reputation score $r(s)$ for service $s$. That is, alternative services $S_l \subseteq S$ at selection $l$ of the consumer are taken as having competed
Algorithm 1 Update implicit reputation scores

1: procedure imRep
2: Inputs: Graph $G_l = (S_l, l, A_l)$. 
3: Output: Implicit reputation score for $s \in S$.
4: for $s \in S_l$ do
5: $T_{s,l} = 0$, $X_{s,l} = 0$
6: for $s, s' : (s, l) \in A_l, (s', l) \in A_l, s \neq s'$ do
7: $T_{s',l} = t(s, s', l)$
8: $T_{s',l} = t(s', s, l)$
9: $X_{s,l} = X_{s',l} = e_{l,s} (s, s', l)$

> Update Competition scores:
11: $\tau(s, l) = T_{s,l} - X_{s,l}$
12: $\tau(s', l) = T_{s',l} - X_{s',l}$

> Update implicit reputation scores:
13: $r^i(s) = r^{i-1}(s) + \frac{K}{n} \cdot \tau(s, l)$
14: $r^{i}(s') = r^{i-1}(s') + \frac{K}{n} \cdot \tau(s', l)$

In the algorithm, we first initialize reputation score $r(s)$ for services $s$ to 1.0. Then, when a consumer makes decision in selecting a service in process $l$, we update the service reputation score by considering every pair $(s, s')$ of services available to the consumer $c$ for judgment as a game in a tournament with possible outcome of matches:

$t(s, s', l) = \begin{cases} 
0, & \text{if } s \text{ lost against } s' \text{ at } l; \\
0.5, & \text{if } s \text{ came to draw with } s' \text{ at } l; \\
1, & \text{if } s \text{ won against } s' \text{ at } l.
\end{cases}$

After general initialization, for each selection made by consumers, we set the outcome variables $T_{s,l}, X_{s,l}$ to 0 for each alternative service $s$ at selection process $l$ made by consumer $c$. We compute $T_{s,l}$ as the sum of the actual points that $s$ scored in selection process $l$ against the other service candidates. Also, we compute the sum of expected points $X_{s,l}$ that $s$ would earn against other service candidate $s' \neq s$ in the selection of process $l$, according to Elo’s formula [11].

As each service competes with other services (lines 6-10 in Algorithm 1), the accumulated expected points and the actual points earned in selection $l$ can be derived.

Finally, we update the reputation score of service $s$ in an iterative way in line 13. $r^{i-1}(s)$ is the current reputation score while $r^i(s)$ is the updated reputation score based on current value. $K$-factor represents the maximum possible adjustment per game (set here to 32), and is normalized by $n - 1$, where $n$ is the number of the services in one selection process. Without normalization, we would have dramatic inflation/deflation of scores with each selection process. The reputation score of a service is updated according to the average competition results between other services in each selection process. This averaging ensures that services gain according to their relative position in the service candidate ranking, rather than the number of alternative services.

Algorithm 2 Generate normalized reputation value

1: procedure imRep
2: Inputs: $S$; implicit reputation score $r_{is}$ for $s \in S$.
3: Average rating $\mu_s$ for $s \in S$.
4: Number of ratings $n_s$ for $s \in S$.
5: Output: Normalized reputation value for $s \in S$.
6: Let services with $\max_r (r_{is})$, $\min_r (r_{is})$ as $s_x$, $s_y$.
7: $r_{i_{max}} = (r_{is} < 1.0 ? 1.0 : r_{is})$
8: $r_{i_{min}} = (r_{is} > 1.0 ? 1.0 : r_{is})$
9: $\mu_{max} = (\mu_s \neq 0 ? \mu_s : 1.0)$
10: $n_{max} = (n_s \neq 0 ? n_s : \infty)$
11: for $s_i \in S$ do
12: $v_i = \mu_{max} \cdot \frac{r_{i_{max}} - r_{i_{min}}}{\mu_{max} - \mu_{min}}$
13: $\alpha = 1/e^{n_{max}/(n_{max} + 1)}$
14: $r(s_i) = v_i \cdot (1 - \alpha) + \mu_{s_i} \cdot \alpha$
Initially, we iterate over the implicit reputation score of each service and record the services with maximized score as \( s_x \), and with minimized score as \( s_y \). The first ranked service is taken as a fiducial reputation value. Other service reputations are calculated according to it. To avoid meaningless values, lines 7 - 10 of Algorithm 2 check and adjust the maximum or minimum value. Finally, for each service, the final reputation value determined from two parts. The first part is a normalized value from the implicit reputation score, and the second part is the average rating value. To balance these two parts, we use the relevant value between the number of ratings. As a service accumulates more ratings, more trust is laid on its averaged rating value.

Reputations should converge quickly, and be stable [16]. In the next section, we will analyze the convergence conditions and the convergence speed of our model.

IV. CONVERGENCE ANALYSIS

In this section, we discuss the situations in which the competition scores can converge and the convergence rate. First, we define the convergence of the proposed reputation model here as the result that ranking is asymptotical to the ranking of QoS for all services with increasing competition. Suppose that in the service-oriented computing environment, the number of services in \( S \) is \( n \), \( S = \{s_1, s_2, ..., s_n\} \), and \( P \) is a family of subsets. Each item in \( P \) is a set of services ranked based on consumer selection. The extreme limit is when consumers select from the same set of services every time; no new subset is created in \( P \).

**Theorem 1:** We define the relation \( \leq \) on set \( S \) as less than, by Algorithm 1, \((S, \leq)\) is a linearly ordered set. Set \( S \) can converge to the correctly ranked set if all the following conditions hold:

1) \( P \) does not contain empty set.
2) Any subset \( X \) of \( S \) also exists in \( P \).
3) The judgement number for each subset \( A \) of \( P \) is large enough.

In mathematical notation, these conditions can be summarized as:

1) \(|P| = 2^n - 1 \& \& \emptyset \notin P \)
2) \( \forall A \in P, |A| \to \infty \)

**Proof:** It is easy to show that \( \forall A \in P, (A, \leq) \) is a linearly ordered set. When consumer preference is not considered, the ranking result is convergent as any two elements in \( S \) are comparable: \( \forall s_i, s_j \in S \), as \(|P| = 2^n - 1\), either \( s_i \leq s_j \) or \( s_j \leq s_i \). That is, \( \forall s_i, s_j \in S, \exists A \in P \) satisfied \( s_i \in A \) and \( s_j \in A \).

When we consider consumer preference, \( \forall A \in P \) of the judgement result for a particular consumer, the order of \((A, \leq)\) may disagree with the correct order, but as \( |A| \to \infty \), the consumer preference is offset and \((A, \leq)\) settles on a general ranking for each element in \( B \). This process is consistent with the definition of reputation. Thus, set \( S \) not only can converge to a ranked set, but also can converge asymptotically to the correct order given the above conditions.

The above analysis addresses the sufficient conditions for convergence, we discuss the necessary conditions for convergence as follows:

1) In the ideal condition, there are at least \( n! \) matches. In the ranked list, the front service \( s \) is exactly compared with the service that follows \( s \). But, within \( n - 1 \) competitions, service ranking is highly dependent on the preference of the consumer and inaccurate.
2) In our model, at least \( n(n-1)/2 \) matches are needed. Each service is compared with all other services. That is, the total number of matches is \( C^2_n \). Ranking is not assured of converging if there are fewer matches than \( C^2_n \).
3) Algorithm 1 will not converge if a certain percentage of consumer judgements is irrational. We will discuss this condition below.

The above analysis finds that the minimum acceptable condition for the convergence of Algorithm 1 is that the number of matches between services must not be less than \( n(n - 1)/2 \).

The factors that control the convergence rate are:

- Service number \( n \). More services mean more matches are needed to rank the services.
- Dependability of consumer judgement. If the judgment of most consumers is rational, then Algorithm 1 can converge because random judgments are offset and the rational judgments will form the ranking. If, however, consumers try to game the rating system consistently, the algorithm will fail to converge. In our research, the consumers are supposed to be dependable.
- The diversity, \( d \), of consumer preference. Popular service usually has an outstanding performance on every QoS metric, an environment with various types of consumers will make the system converge quickly.
- Competition number \( m \). The number of competitions between services contribute proportionally to the convergence rate.

In our paper, we assume that all the consumers are dependable one and so the competition result reflects the QoS of the service and preference. With this assumption, convergence rate \( \lambda \) can be written as:

\[
\lambda \propto \frac{m \cdot d}{n}
\]

(2)

Theoretically, the convergence rate is inversely proportional with the number of services. In the following section, we test the convergence and the accuracy of the proposed model with experimental evaluations using data of simulated and actual web services.
V. Evaluation

To evaluate the proposed reputation model, we compare \textit{imRep} with both the real reputation value calculated by the WsRF algorithm [17] and the explicit average reputation model. The average algorithm takes the mean of all explicit ratings as the reputation value and is widely used in commercial services like Amazon [3].

A. Environment setting

First, we consider a simulated environment with 100 service consumers and 50 services, the QoS parameters of the service are generated randomly. Second, seven real services listed in Table I are used to evaluate the performance of the proposed model [17]. In the following subsection, we try to evaluate the performance of \textit{imRep} on services in the real world. We selected QoS parameters following earlier research [17]:

1) Response Time (RT): the time taken to send a service request and receive a response (unit: milliseconds)
2) Throughput (TP): the maximum number of requests that can be handled per given unit of time (unit: requests/min)
3) Availability (AV): a ratio of the time period which a Web service is available (unit: %/3-day period).
4) Accessibility (AC): the probability that a system is operating normally and can process requests without any delay. (unit: %/3-day period).
5) Interoperability Analysis (IA): a measure indicating whether a Web service is in compliance with a given set of standards. (unit: % of errors and warnings reported).
6) Cost of Service (C): the cost per Web service request or invocation (cents per service request).

To facilitate service selection of a consumer, the preference of the consumers is simulated by weighting the above QoS parameter. The weight is uniformly selected from the range of [0, 1.0]. The simulation ran for 10 days, in each day, the probability of each service consumer searching for a service was 0.5. They first viewed the brief search results for further actions. They may review some services and select one for interaction. The services are reviewed and selected according to the user-centric QoS-based service discovery model [17]. For example, if the cost of service \( s_1 \) and \( s_2 \) is 0 cent and 5 cents respectively. And the response time of service \( s_1 \) and \( s_2 \) is 710ms and 391ms respectively. Suppose consumer \( c_1 \) sets all his weights to zero except cost, in this situation, he intends to minimize cost since it represents 100% significance to him. Under the QoS-based service discovery model, \( s_1 \) will be selected by consumer \( c_1 \).

After the interaction, the consumer rates the performance of the service.

B. Evaluation of simulated Web services

Our proposed model is compared with WsRF and the average reputation algorithm. We assume that the rating criteria is [0, 1.0], and the rating offered by rational consumers on a service \( s \) after interaction follows \( N(WsRF(s), \sigma) \) with probability \( Pr = 0.4 \) where WsRF(s) is the reputation value of service \( s \) calculated by WsRF. The ratings follow a normal distribution, while the other ratings skew towards high values with probability of \( 1 - Pr \).
accuracy of a service without scores as \( \Omega \). The table shows that most services cannot be ranked because lack of data. Hence, it is hard for consumers to decide between those services. This situation happens because at the cold-start stage of a service, if the number of potential consumers is not large enough, most consumers will tend to select the service that has a reputation value. As a result, it is hard for newly deployed services to be accepted, and thus rated, by consumers. Although the \textit{imRep} model wrongly ranked some services, the distance between the correct ranking is relatively small. The small QoS performance difference between those service pairs, such as \( s_7 \) and \( s_8 \), make it hard to distinguish between the two services. Given rating scarcity, with the limited amount of data available, this result is acceptable to consumers. Note the ranking accuracy for \textit{imRep} is \( \sum_{s \in S} (|\nabla \text{Rank}|) = 6 \) on the 10th day.

Besides considering the ranking on the final day, we calculate the ranking accuracy over time. To mitigate randomness, the simulation was run for multiple times, and the average results are plotted in Figure 1-(a). On day 10, some services may not receive any implicit or explicit scores, making it impossible to compute \( \nabla \text{Rank} \) for those services. We denote the ranking accuracy of each such service as \( \Omega \) to simplify the comparison and we set \( \Omega = 3 \) to plot the figure. The actual data is logged in column scenario 1 of Table III. The ranking accuracy of \textit{imRep} tends to converge on the zero point. However, on some days, the decisions of some consumers may affect the convergence rate, which we discussed before.

In the previous section, we analyzed the impact of service number \( n \) on the convergence rate. We used different service numbers to test the average ranking accuracy of the proposed model against the number of evaluation days. The result is plotted in Figure 2. In the figure, the convergence rate is inversely proportional to \( n \) approximately, which validates the equation (2). The average ranking accuracy falls as the number of days increases, however, it seems that the model cannot converge to the correct ranking. The key factor in this situation is the diversity \( d \) of consumer preference in equation (2). As consumers did not change their preference, they will always choose the same set of services. This breaks the sufficient condition \( |P| \) discussed in Section IV and so service ranking is not assured of converging on the correct ranking.

### Table II

<table>
<thead>
<tr>
<th>Web Services</th>
<th>WsRF Value</th>
<th>Rank</th>
<th>\textit{imRep} Value</th>
<th>Rank</th>
<th>Average Algorithm Value</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>( s_1 )</td>
<td>0.82</td>
<td>3</td>
<td>0.98</td>
<td>2</td>
<td>0.98</td>
<td>2</td>
</tr>
<tr>
<td>( s_2 )</td>
<td>0.66</td>
<td>2</td>
<td>0.35</td>
<td>2</td>
<td>0.35</td>
<td>2</td>
</tr>
<tr>
<td>( s_3 )</td>
<td>0.53</td>
<td>3</td>
<td>0.42</td>
<td>3</td>
<td>0.42</td>
<td>3</td>
</tr>
<tr>
<td>( s_4 )</td>
<td>0.53</td>
<td>4</td>
<td>0.35</td>
<td>5</td>
<td>0.35</td>
<td>5</td>
</tr>
<tr>
<td>( s_5 )</td>
<td>0.50</td>
<td>5</td>
<td>0.37</td>
<td>4</td>
<td>0.37</td>
<td>4</td>
</tr>
<tr>
<td>( s_6 )</td>
<td>0.48</td>
<td>6</td>
<td>0.24</td>
<td>6</td>
<td>0.24</td>
<td>6</td>
</tr>
<tr>
<td>( s_7 )</td>
<td>0.46</td>
<td>7</td>
<td>0.15</td>
<td>8</td>
<td>0.15</td>
<td>8</td>
</tr>
<tr>
<td>( s_8 )</td>
<td>0.45</td>
<td>8</td>
<td>0.18</td>
<td>7</td>
<td>0.18</td>
<td>7</td>
</tr>
<tr>
<td>( s_9 )</td>
<td>0.43</td>
<td>9</td>
<td>0.00</td>
<td>10</td>
<td>0.00</td>
<td>10</td>
</tr>
<tr>
<td>( s_{10} )</td>
<td>0.40</td>
<td>10</td>
<td>0.01</td>
<td>9</td>
<td>0.01</td>
<td>9</td>
</tr>
</tbody>
</table>

**C. Evaluation on real services**

With the popularity of Web services, it is easy to access various services. We adopt the dataset used in paper [17], all services are intended to validate e-mail. Details of the dataset are listed in Table I. Unlike the original service order in [17], we reorder the services according to their WsRF values here for ease of comparison. As the QoS parameters have different units, we use min-max normalization to unify the value of each QoS parameter into the range \([0, 1.0]\), as is widely used [18], [19], [20]. Based on our dataset, we use the following equation to normalize the QoS values:

For positive parameters \( (TP, AV, AC \text{ and } IA) \):

\[
q'_{s_i} = \frac{q_{s_i} - q_{min}}{q_{max} - q_{min}}
\]  

(3)

For negative parameters \( (RT \text{ and } C) \):

\[
q'_{s_i} = \frac{q_{max} - q_{s_i}}{q_{max} - q_{min}}
\]  

(4)
where $q_{min}$ and $q_{max}$ are the minimum and maximum values, respectively, for one QoS requirement. $q_s$ is the normalized value for service $s_i$.

**Scenario 2: Ranking accuracy test on 7 real web services.**

As the dataset holds only service configuration, we need to simulate consumer preference. The consumer configuration is the same as in the total simulation environment. 100 consumers are active in the environment and they try to choose the service according to their preference and the QoS values of a service. We ran the experiments multiple times and plotted the averaged results in Figure 1-(b); details are given in Table III (Test Scenario 2). In Figure 1-(b), $\text{imRep}$ has faster convergence than in figure 1-(a). The differences between these two experiments are: 1) the number of services; 2) the performance gap between those services. It reasonable that a larger difference between services will make it easier for the algorithm to rank the services. However, the results in Figure 1-(a) and Figure 1-(b) also validate equation (2) to some extent.

**Scenario 3: Convergence of reputation model in dynamic environment.** Usually, the performance of a service dynamically changes with time. Is the reputation model stable enough to catch the changes and reflect the changes correspondingly? Although some changes are caused by consumers deliberately, such as collective attacks discussed in the literature [21], [22], [23], we assume the consumers are rational and legal.

A previous experiment showed that service 7 had the lowest reputation. The day-to-day results of scenario 2 in Table III show that $\text{imRep}$ basically converged on the correct ranking by the 5th day. In the robustness experiment, we update the QoS values for service 7 as $(300, 10.00, 98, 95, 100, 1)$ at day 6. The updated QoS values for service 7 are not the best for every criterion, but have a competitive overall performance.

The experiment ran for ten days, to study the changes in ranking, and we used the implicit competition score output by Algorithm 1. The result is plotted in Figure 3. The changes in the scores of service 7 are shown by the solid line. When compared with scenario 2 in Table III, on the fifth day, the scores of the services indicate that the service ranking is stable. On the sixth day, when we updated the QoS values for service 7, the scores of service 7 in Figure 3 indicate that the implicit information based algorithm detected the changes. More consumers tended to consider service 7 because the performance of service 7 better matched the consumer preference. From the sixth day to the final day, the model reduced the scores of service 1 and increased the reputation of service 7. The distribution of the implicit scores converged quickly.

**D. Analysis and discussion**

In our experiments, we assumed that consumers with different preferences would select services with different QoS values. Josang et al. [3] defined reputation as what is generally said or believed about a services performance. Hence, reputation is an aggregate value from various consumers. By clustering the ratings by consumer preference, a consumer centered reputation system can be built and is
able to provide more accurate reputation values for a specific consumer cluster.

Although the proposed model is focused on the cold-start stage of a service, Algorithm 2 combines the implicit scores with the ratings given by consumers to generate the reputation value for services. As more and more ratings are accumulated, the number of ratings will lead the reputation value to the rating value, line 13. All reputation systems that are based on ratings can benefit from the implicit scores to reach a more accurate reputation result.

In Scenario 2, only 7 real Web services were used to test the reputation accuracy of the models. To obtain a comprehensive assessment, we simulate service numbers ranging from 5 to 50. However, we will test our model on large scale, real world Web services in future work.

VI. CONCLUSION

To overcome the rating scarcity problem, we proposed a reputation model based on the implicit behaviors of consumers. The proposed model considers the judgement actions from consumers on alternative services as a competition tournament among services, where service ranking is updated with each match. The convergence of the model was analyzed and experiments demonstrated the accuracy and convergence of the proposed model. This research provides ranking support for services without ratings at the cold-start stage and can boost the convergence rate towards the correct ranking. In future work, we plan to deploy our proposed model on the service-oriented computing platform Language Grid [2].
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